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Statistics — Science which Involves Study of Data

The Objective of the Course
A Definition of Statistics

The Dual Role of Statistical Science



Deduction and induction
THEORY

Deduction

Induction

DATA



Data Generation Process
DATA DEFINITION AND CREATION

Set of Data List of
Measurement Generation Variable
Units Process Values
Exhaustive
Exclusive

Domain Function Range



Data matrix
DATA MATRIX
Columns - Variables, Fields

v

Rows - —p
Cases,

Records
Elements -
Recorded Data




Graphical presentation of qualitative variables

The statistics often uggraphs for better plasticity of variables analysis. They
are these two types for nominal variable:

e Histogram (bar chart)
e Pie chart

Histogram is a classical graph whereof we take variants efvdriable on one
axis and variable frequencies on the second ordivitlual values of the
frequency are then displayed as bars (boxes oorge&quared logs, cones ...)
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Pie graph represents relative frequencies of the individuatiants of the
variable. Individual relative frequencies are pndjpmally represent as a sector
of a circle (when we change a circle to an ell®seobtain three-dimensional
effect).



|dentification of outliers
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|dentification of outliers

1. The outlier can be such value where absolute value of z-axis Is
greater then 3:

_X "X
5 ="

in\ > 3):> x is anoutlier

2. The outlier can be such valuewhere absolute value of median-axis
IS greater then 3:

_ X" X%s . .
m = L 483MAD (Jm\ >3)= x isanoutlier
3. The outlier can be such valuetkat is far more then 1,5 IQR from

lower (or upper) quantile.

(X < Xgz5 ~ ISIQR)C (% < Xo7 + 15IQR)| = X is anoutlier



Graphical presentation of quantitative variable — Bx Plot
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Graphical presentation of quantitative variable
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Axiomatic probability definition

Probability spaceis a triad €, S, P) where
() P is function fron to < 0,1 > such that it holds:
a) P(A)>0 for ALIS, ...P is non negative function
b) P(Q) =1 ... probabilities are scaled to lie in theemial [0,1];
c) If
An B =0, then

P{A UB} =P{A} + P{B}

Function P is callegirobability measure or shorteiprobability .
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Definition of a random variable

Let us consider a probability spac€e, S P). Arandom variable X (RV) on a
sample spac& is such real functiorX(w) on €, which is chacterized by
distribution function:

Distribution function

Definition: The distribution function of a random varialXes writtenF(t)

and, for eachR has the value
F(t)=Plw0Q | X(w) <t)}=P(X <t)

We call theF(t) asdistribution function of X.

Distribution function Is a functionX: R — R
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3.

D.

General properties of distribution function

O<sF(x) <1

The distribution function is mmonotonic increasingfunction ofx, i.e.
[, e [JR:x<x2 = F(x) < F(x)

The distribution functiori-(x) is left-continuous

im F(x)=1 lim F(x)=0

X - +oo

Ja, bUR;a<bmustbeP(asX<b)=F(0b)-F(a)
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Discrete random variable
Definition
We say that a randomariable X has a discrete probability distribution

when:
[Ifinite or enumerable set of real numbers M&{... , %, ..} that

P(X=x)>0 i=1,2,..
2.PX=x)=1
Function PK =x) = P) is calledprobability function of random variable

X.
A distribution function of such distribution is &p function with steps im,

o K, F(x)
1

[

1/6
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Continuous random variable

Definition
Random variable hasantinuous probability distribution when a functiori(x) exists that

X

F(x)= [ f(t)dt

—00

0 < X <00

Functionf(x) is called aprobability density function of continuous random variabbke It is

non-negative real function.
We can show that in all points where a derivatibdistribution function exists it holds:

P(a< X <h)
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Relations between distributions

. Continuous
Discrete

Point

Process
Process

Bernoulli Poisson
Trials Process

[ Binomial Poisson ]

Number of Occurrences Number of Occurrences
in a Fixed Number of Trials in a Fixed Period of Time

[ Geometric

Exponential ]

Time to
First Occurrence

Number of Trials
18 to First Occurrence




~ Population

u l

: o
-
Sample (x,, x5, x3,..., x,)
1 \'-. J—
\ o, x, sample average
\ T s, sample standard
\ deviation
_— Histogram
po

x [ x
s

Definition: A population consists of the totality of the observations with whigh
are concerned.
Definition: A sampleis a subset of observations selected from a population.
Random SampleX is special random vectox.= (Xy, ..., %)’
(a) theXi's are independent random variables, and
(b) everyXi has the same probability distribution.
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Sampling distributions

Let’'s assume that given random sample comes framalalistribution:
X=(X1, ... , %), X, - N(u,0?)

1.X =3 N(,u,%j ... comes from CLTfor large numbar

2.7 = X, ~H 3/n = N(01) ... comes from a transformation of previous distrib.

-1) -~ x*(n-1) ... was explained in context with*discussion:

s —Ez(x XY ;s (x ZX) i[xi—xj
n— i=1 g i=1 g
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The Method of Hypothesis Testing

Pure Significance Tests

The pure significance test asks whether the sarapldt is extreme with respect to some hypothesized
distribution.

HYPOTHESIZED
POPULATION

(Q)

Can this data reasonably be assumed to have beemgeated by 2.9

Is this data consistent with Q ?
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The pure significance test consists of the followghcomponents:

1.Null Hypothesis. HO

— The null hypothesis expresses some belief about theenaf the population. It
must be specified precisely enough to define a prébabneasure on the
population.

2.Sample Statistic  T(X)

— The sample statistic is a function of the sample datan from the population.
The choice of sample statistic is determined by theacheristics of the population's
probability distribution with which the null hypotkie is concerned.

3.Null Distribution :  F,(x)
Fo(X) = P(T(X)<x|H, )
- The null distribution is the probability distributioof the sample statistic when

the null hypothesis is correct. The null hypothesis ntgstspecified precisely
enough to determine the null distribution.
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The pure significance test - continuation

4.To determine whether the observed sample statistiess is extreme with respect to the
null distribution, a statistic known as thevalue is computed. Thep-value has 3
definitions depending on the context of the nullptthesis, but in all cases, the
interpretation of th@-valueis the same.

Puave = 1F(Xops) -

Area, whereHg is valid

Null distributior

XoBs
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The pure significance test - continuation

5.Decision making based ®WaLue
Pvate < 0,01 rejectH
0,01 <Pvace < 0,05 testis inconclusive
Pvave > 0,05 accept®i(do not rejecHO)

reject HO  testis accept HO

inconclusive
I I I |

| | | |
0,01 0,05

True hypothesis

Ho Ha
Ho OK Type Il
Decision Error (Error
1))
Ha| Type | Error OK
(Error 1)
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Error | -probability
PError|) = PPvae<a | H) =a

Error Il - probability

Heor 1) = PPvate>a | Ha ) =P
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We faced the problem of testing hypothesisddn = o= ... = k= u?
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Formulation of the problem:
The hypothesis of interest isHa = (b= ... = tk= U
The alternate hypothesis issHAt least twogs's are different.
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F-ratio

S
_ k1_82

RETORE

Why is useful useF-ratio as the test statistic?
1) If Hois true therf-ratio is a random number close ta.1F =1.

i) If Hois faslse then this number is markedly bigger thanelpegperties.

The statistid=-ratio is sensitive to validity of the hypothesis.H

Area of Hg validity

observed value of t| F-ratio statistic
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