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Course overview



Course Content

1. Artificial Neural Networks 5. Text processing
2. Convolution Neural Networks 6. Transformer models
3. Recurrent Neural Networks 7 ..

4. Encoder-Decoder Architecture
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Course Evaluation - Full-time students

- Exercise tasks finishing (10 to 20 points):
- up to 2 points for finishing task at the exercise or at home.
- Project with Convolutional Neural Networks (10 to 20 points):

- Select a smaller dataset and apply a Convolutional Neural Networks.
- A Jupyter Notebook with description.

- Project with Recurrent Neural Networks (10 to 20 points):
- Select a smaller dataset and apply a Recurrent Neural Networks.
- AJupyter Notebook with description.

- Larger project realization from external server, e.g. KAGGLE (20 to 40 points):
- Select a proper dataset and problem definition from the external server, e.g.

Kaggle, (selection have to be confirmed by the lecturer)
- AJupyter Notebook with description of the steps.
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